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Abstract: Emerging practices of using ‘off the shelf’ AI as a creative partner in design processes are receiving increasing attention in design research. This paper takes the well-known concept of ‘framing’ in design, along with the Schönian concept of ‘surprise’ to explore how a human-AI dialogue could work. The approach taken is practice-based, with the human designer documenting her process of inquiry and decision making. We show how artificial creativity is expressed through misfiring object detection algorithms, and further how these ‘mistakes’ can be perceived and interpreted by the human designer. The contribution of the research is in laying the foundations for a novel human-AI dialogic practice.
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1. Introduction

Recent years have seen the application of Artificial Intelligence (AI)-based technologies to core aspects of everyday life. We encounter automatic design suggestions while using a presentation program or playing a game where the plot or the characters are prepared with the help of AI tools. The question of how designers are influenced by this change is also the topic of recent studies (Stembert & Harbers, 2019). For instance, AI has been used in analysing creative work (Maher & Fisher, 2012), in exploring the design space of possible forms for a given product (Burnap et al., 2016), and in generative design (Kazi et al., 2017; Matejka et al., 2018). AI-based systems have been successful in generating non-obvious solutions that match and sometimes surpass human ingenuity (Serra & Miralles, 2021). It is thus logical to expect AI to have the capability to support human designers in exploring non-obvious problem and solution spaces.

Designing is an act of abductive reasoning: a new design solution is offered as suiting the problem at hand, and both the design as well as the constraints of the problem are re-examined, often with the result that the understanding of the problem as well as the understanding of the solution changes (Kolko, 2010a). Simply put, this change in the
perception of the problem and the solution constitutes framing in design. Dorst (2015) writes: “In questioning the established patterns of relationships in a problem situation, design abduction creates both a new way of looking at the problem situation and a new way of acting within it” (p. 53). Framing is thus an essential part of designing, and novice designers are taught various methods as a way to challenge their assumptions and explore the non-obvious in problem and solution spaces.

Yet, methods are ‘passive’ tools for designing, in that a method by itself cannot engage or challenge a designer. In fact, it is the reverse: the effectiveness of a method is often dependent on the engagement of the designer, along with their experience and skill (Daalhuizen & Cash, 2021). In a world of increasingly interconnected and complex problems, along with information that is widely shared and accessible, it is becoming increasingly difficult to explore the non-obvious in processes of design.

In this paper, we report the practice-based explorations of one of the authors—henceforth referred to as ‘the designer’—in her interactions with AI in processes of design. We present three explorations where the designer engages with computer vision and object recognition algorithms. The first two explorations are purely interpretive where the designer looks at creative content and attempts to view the AI’s "interpretation" of the content as an alternative perspective with which to consider the content. The final exploration takes the form of a dialogue between the design and the AI in a cycle of creation/modification and interpretation, while appreciating the value of the unexpected and surprising interpretations offered by the AI as an underlying thread.

The goal of these explorations is to lay out an interaction process or dialogue between an AI and a designer, to drive the designer to a sense of inspiration and to trigger ‘new ways of thinking’ about an image of an artifact.

2. Background

2.1 Exploration as a search for inspiration

When working on a given design brief, designers typically explore the space of possible interpretations of the brief to identify the ‘right’ problem to solve, while also exploring the space of possible solutions to solve the problem in the ‘right’ way. The interpretation of the word ‘right’ in the prior sentence depends on the goal of the designer: it could be a novel approach that is necessary to solve a hitherto unsolved problem or a novel solution to a previously solved problem that adds value in some way. Within this interpretation also lies the role of creativity in the design process: most notions of creativity in design research have focused on novelty and usefulness (Mayer, 1999).

The idea of novelty in design—or its antithesis, fixation—has been the subject of considerable research (Crilly & Cardoso, 2017), and several methods for mitigating fixation and promoting novelty have been proposed. Some of these methods involve a perturbation of the current outcome or process to introduce novelty, either by inserting another
individual's ideas into one's own—such as C-Sketch (Shah et al., 2001) and Brainwriting (VanGundy, 1984)—or by systematically changing parts of the solution to change existing ideas—such as SCAMPER (Eberle, 1971) or morphological matrices (Zwicky, 1967). Other methods—such as the creation of mood boards (McDonagh & Storer, 2004) or seeking biological inspiration for design (Deldin & Schuknecht, 2013)—incorporate the model of design as an information-seeking activity.

Yet, information seeking in design is often seen as need- or goal-driven, with designers working on a given design brief or with an objective in mind.

In today's world of data- and information-rich online experiences, the value of exploration has been gaining importance in information spaces (Dörk et al., 2011), with the focus on observing and following cues that interest the explorer, while also critically examining new values and conflicts they encounter through such an exploration. Such a notion can also be imagined for design space exploration, where a designer browses new forms and interpretations, taking pleasure in the inspiration offered while also critically examining the inspiration offered. In such a scenario, AI can be seen as a companion that might offer new views and perspectives, which can sometimes be helpful, but not always. The work presented in this paper is an interpretation of AI in such an exploration, involving an act of designing motivated more by curiosity and engagement than by specific needs or goals.

2.2 Framing in design processes

‘Framing’ in design is seen as one of the key steps in a design process. The effort of framing a design situation is a mental act that offers possibilities for opening the problem space to find new approaches for solving it (Thurgood & Lulham, 2016). Consequently, creating this ‘problem frame’ can facilitate an alternative perspective on a problem and thus influence ideas generated in the ideation phase of a designer (Silk, 2021).

In general, a frame can be described as a knowledge structure schema - characterized by “expectations based on prior experience about objects, events, and settings” (Tannen, 1986). In the context of designing, this expectation forms a ‘view’ on a problematic situation and is characterized and followed by a series of ‘design moves’ a designer can take, which allows the situation to ‘talk back’, causing novel perspective on the situation and allowing for the construction of new meanings and intentions (Schön, 1984). Adopting a new frame and performing design moves related to that frame can be described as ‘reframing’, which occurs as a result of reflection, throughout a design process (Paton & Dorst, 2011).

The design research literature describes framing as an individual mental act that occurs within a designer. This mental act of framing, however, is examined as a collaborative effort in the context of an interaction with an external agent, for example a fellow design student (Schön, 1984), a colleague, a client (Paton & Dorst, 2011) or even a design brief (Silk, 2021) that is ‘framed’ in a certain way.
It is thus entirely possible for a designer to have framing interactions with an Artificial Intelligence. AI systems themselves can be perceived as knowledge structures, or knowledge frames on their own, due to the way they are constructed and trained. Training data contains preset ideas about the world, in the form of images and/or text, as well as the context in which they are situated. Adding to the sense of a frame, many ‘off the shelf’ AI Computer Vision algorithms (explained in Section 3.2) visually present results as an actual frame (i.e., a bounding box) to communicate the detection of a specific object.

To draw on this insight we examine an AI’s potential to have agency in a creative process through operationalising the concept of framing. By doing so, we aim to get a better understanding of how AI could potentially be used more widely as a tool for framing for design purposes.

2.3 AI tools as Ideation Partners in Design Contexts

A prominent role that is often bestowed on AI lies in the assessment of it as a new design material (e.g., Holmquist, 2017; Roozendaal et. al., 2019). In this approach, designers should gather knowledge about AI and its ‘material’ qualities, opportunities, and limitations. In doing so, designers can then join the debate about how to use this technology in, for example, smart objects, or in specific contexts in which AI’s benefit is not yet fully established. Designers can be invited to use their design skills in the UI and UX for AI, in which the goal can be to make the technology’s workings less opaque to its users (Dove, 2017; Roozendaal et. al., 2019).

Another approach evaluates AI as an ideation partner or tool during a design process (Dove et. al., 2017). This relatively underexplored area attaches a process-oriented view to AI and aims to identify opportunities for AI tools to support a design process by having it interact with designers during a design-related task. In these setups, specific roles for the AI are identified beforehand. For example, Fu & Zhou (2020) explore the tutor capabilities of an AI which comments on a design task by giving a variety of suggestions (the AI in question is based on a Wizard of Oz scenario, i.e., the comments are actually given by a human disguised as AI). Zhang et. al. (2021) examine the potential of AI ‘performing’ as a collaborative tool in design teams and assess if this role improves team performance in solving a design problem. They argue that AI boosts the initial performance of low-performing teams as compared to high-performing teams. Such studies recommend interaction scripts that an AI should have to be beneficial to a designers’ process, based on fixed design tasks that are given to the participants. While the results of such studies are interesting, they are also limited. There is no sense of the ‘explorative’ and fluid process of design thinking often exhibited in actual practice.

One of the opportunities of AI that has not yet been widely explored in literature is how AI-powered design processes can be set up (Malsattar et. al, 2019; Chen et. al., 2019). This is partly due to the lack of AI techniques that are specifically created for designers, with an easy-to-use interface. Malsattar et. al. (2019) respond to this shortcoming by introducing an
AI research tool for designers to explore the potential of AI and how it might fit their design processes and concepts. This puts the stress on instances of when a designer’s understanding changes due to ‘seeing’ the world from the perspective of AI. Therefore AI, in its ways of seeing, could be seen as a knowledge frame with pre-set ideas of what a world looks like. By exposing the designers to this ‘way of seeing’, new ideas can be generated.

3. A conversation with an AI: Object framing

3.1 Starting points
The designer and the AI start an interaction in an open-ended, non-briefed design situation. The results obtained from the AI are used as an additional information source for the designer to make decisions on which steps to take next. This explorative, non-guided approach is chosen to get to the core of the interaction: How would the designer and the AI respond to each other when there are little or no predefined expectations or rules?

To investigate the information-seeking activity of a designer with an AI algorithm, we conducted explorations in which a designer and an AI interact in order to develop a design process collaboratively. The explorations were characterized by practice-led research, with the goal to advance knowledge about the practice itself (Candy, 2006). A second goal was set to identify when instances of framing or reframing occurred due to the interactions between the designer and the AI. The explorations we undertook are closely documented and described below, with the thoughts of the designer integrated into the text.

3.2 Object detection systems
One of the most popular applications of AI is in computer vision. Given the visual nature of our explorations, the AI models that we decided to use fall within the umbrella of computer vision. This research line investigates how to derive meaningful information from visual input to take pre-defined actions or to make recommendations based on that information. For example, biometric software relies on computer vision to detect and recognize faces, i.e. to classify a photograph of a person according to gender, age, and sometimes even to match the face to a person in a pre-existing dataset.

One of the established applications of computer vision is object detection which deals with detecting instances of semantic objects that an image might contain, such as humans, buildings, or everyday objects, etc. (see Papageorgiou & Paggio, 2000). Object detection generally applies two core methods: those pertaining to neural networks or those that are based on non-neural approaches (Zou et al., 2019). Today, convolutional neural networks (CNNs) offer the preferred framework for computer vision tasks.

For the purposes of the exploration, we used one open-source software library, with well-documented guidelines. Tensorflow 2.0\(^1\) is a software library (Abadi et al., 2016), which

\(^1\)Tensorflow is an end-to-end open-source platform for Machine Learning, containing a comprehensive ecosystem of tools to build and deploy machine learning models for researchers (https://www.tensorflow.org/)
includes a CNN pre-trained for image classification, accompanied by a step-by-step tutorial called *Tensorflow for Poets*². The pre-training was performed on the ImageNet dataset (Krizhevsky et al. 2012), which contains 14,197,122 images, allowing the model to differentiate 1,000 classes of images.

The performance of a neural network depends on the training phase and the parameter space. For training a computer vision algorithm, a well annotated dataset that covers different image classes, i.e., images depicting a variety of objects, is needed. A good representation of each class is equally important. Pre-trained algorithms sometimes allow for re-training with a smaller dataset to allow more specific transfer learning. Transfer learning is a Machine Learning methodology where knowledge gained while solving one problem is applied to a different but related problem. In this context, an object detection algorithm such as YOLOv4’s pre-training in COCO datasets make it easier to channel it to detect objects that are not within its image classes, for example when used in detecting objects in artworks.

![Figure 1. Objects detected via YOLOv4 in Hieronymus Bosch, “Garden of Earthly Delights”. The grapes are framed as broccoli.](image)

### 3.3 AI creates ‘surprise’

As described in 3.2, Object Detection systems are deployed for situations in which a predefined goal is set. When it comes to creative processes, or design processes, a predefined clear outcome or goal is lacking due to the fluid and exploratory nature these processes can have, but the Schönian idea of ‘surprise’ often drives what are termed ‘moving experiments’ (Schön 1983). If we want Object Detection systems to be able to contribute to

---

² https://kiosk-dot-codelabs-site.appspot.com/codelabs/tensorflow-for-poets/#0
this fluidity and perhaps have a level of understanding of what is there to be seen in an image that, for example, has creative content, there is still a long way to go.

Figure 2. Objects detected via YOLOv4 in Salvador Dali, “Dream Caused by the Flight of a Bee around a Pomegranate the Second before Waking” (1944). The paw of the tiger, perhaps along with the stock of the rifle, is framed as a skateboard.

An example of a well-trained Object Detection algorithm is YOLOv4\(^3\) (Bochkovskiy et al., 2020). This network is trained on the MS COCO dataset (Lin et al., 2014), a large-scale object detection, segmentation and captioning dataset (91 categories with 2.5 million labelled instances). When these systems ‘look’ at creative content, like artworks, the result is often ‘faulty’ interpretations of what the designer can clearly see. In other words, the AI ‘mislabels’ what it sees, in human terms, though it nonetheless presents a frame for interaction. For example, in Figure 1, a painted bunch of grapes is mislabelled as ‘broccoli’, perhaps due to the dense depiction of the grapes which resemble broccoli stumps, or perhaps due to the position in the composition. In Figure 2 the mislabelling is even less related to the original object’s visual features: a tiger’s paw is mislabelled as ‘skateboard’. In both instances although a mislabelling has occurred in human-terms, the surprise of the mislabelling sets a concrete frame for human-AI engagement. A question arises: what features of the image is the AI seeing in order to make its classification?

Even though the cause of this mislabelling can be explained in terms of technological characteristics (i.e., what is detected minimally corresponds with a feature found in the

---

\(^3\) https://pjreddie.com/darknet/yolo/
The ‘skateboard’ category of the dataset, it does open up a possible exploration space for design research. The mislabelling can be appreciated as providing an alternative view, or a new frame about the original content, that in some cases is even experienced as a ‘surprising’ perspective due to its unexpectedness.

Figure 3. AI interpretation of designed objects: (a) Light Mesh Series by Nacho Carbonell, (b) Clay Furniture by Maarten Baas.

3.4 AI interprets design objects

Continuing from the previous exploration, the next interaction with AI explores the reframing potential of (mis)labeling designed objects. What will the AI make of the functional and aesthetic intentions of a designer? When looking at images of designed objects that are being analysed by YOLOv3, similar insights from mislabeling emerge. Two types of AI behaviour are noted: In Figure 3(a) the AI sees several features of one object as separate objects whilst in Figure 3(b), multiple selections span almost the entire object. The selections display considerable overlaps between them, with each selection associated with different and diverse predictions.
Again, in Figure 4 (a) the AI ‘divides’ the original object by detecting multiple features, and something similar happens at figure 4(b). These labels are either slightly correct or false, but provide an alternative and perhaps surprising way to “look” at a design through the perspective of an AI. This surprising perspective, then, could activate reflective thought about the original design.

The label frames for the designed objects given by the AI again trigger surprise. An opportunity is presented to reevaluate the original designs and ideate further on specific elements. A tentative understanding of the AI begins to emerge, but the interaction so far is limited. How can richer conversation be generated?

Table 1. Predictions for successive iterations of the designed object from Sec. 3.5.

<table>
<thead>
<tr>
<th>Image 1</th>
<th>Prediction</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knife</td>
<td>0.766</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Image 2</th>
<th>Prediction</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chair</td>
<td>0.609</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Image 3</th>
<th>Prediction</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chandelier</td>
<td>0.973</td>
<td></td>
</tr>
</tbody>
</table>
3.5 An iterative conversation with AI

The labels given by AI should be taken as frames - ways of seeing the images presented. To start an actual interaction action there should be a connection to the labels given. Questions arise: How to talk back to the AI? How to reframe the perspective? How to show the AI a different understanding?

For this conversation, Tensorflow 2.0 is re-trained with the CalTech101 dataset which contains 101 object categories for transfer learning. Each category holds from 40 to 400 images of mundane user-objects and natural artefacts (i.e., flowers, trees, animals). The re-trained CNN is given an image for object detection. This results in the AI predicting what the objects it sees are, assigning probabilities to each object.

To start a cycle of interaction with the AI, an image of a designed artefact was selected to ideate on: an image of a chair. The chair was photographed against a neutral background to prevent any visual noise to disrupt the object recognition process. The image was input to the CNN, and the predictions and corresponding probabilities are noted.

The ranking order of several objects that was backed up with a statistical prediction could be seen as an alternative “way of seeing” by the AI, therefore functioning as an alternative ‘visual frame’. It was unclear, however, how the AI had ‘seen’ these artefacts in the original image. To get a better understanding of this ‘gaze/perspective’ of the AI for the designer, the predictions were appreciated as criteria for a design brief: Adjust the object (chair) by following (loosely) the given percentages.

The design brief started a cycle where the designer used their own interpretation of what the object categories could be. When the designer finished adjusting, the new artefact was photographed, and the image file was given to the algorithm for classification. A dialogic practice emerges; the AI dictates what the next iteration of the object should be. The three iterations that emerged from this dialogue are shown in Table 1.

The nature of this interaction has become circular, a feedback loop in which the designer and the AI iteratively interpret the image. The image of the "new object" is used as an input to the AI again, resulting in a new interpretation. This cycle continued for 3 iterations until it became difficult for the designer to alter the object any further. The creative dialogue ends.

This interaction loop creates a script for a framing/reframing dialogue of ‘seeing’ and ‘moving’:

AI interprets → Designer interprets and adjusts → AI interprets → Designer interprets and adjusts

<table>
<thead>
<tr>
<th>Chair</th>
<th>Chandelier</th>
<th>Chair</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.087</td>
<td>0.119</td>
<td>0.001</td>
</tr>
<tr>
<td>Kitchen</td>
<td>Sunflower</td>
<td>Kitchen</td>
</tr>
<tr>
<td>0.080</td>
<td>0.072</td>
<td>0.001</td>
</tr>
<tr>
<td>Tulips</td>
<td>Accordion</td>
<td>Tulips</td>
</tr>
<tr>
<td>0.055</td>
<td>0.030</td>
<td>0.001</td>
</tr>
<tr>
<td>Roses</td>
<td>Menorah</td>
<td>Roses</td>
</tr>
<tr>
<td>0.017</td>
<td>0.023</td>
<td>0.0003</td>
</tr>
</tbody>
</table>
Having an AI give surprising interpretations of the designed object resulted in actions that would never have been taken. There is a notion of control and being controlled, of listening and acting. Surprise keeps the designer from more routine behaviour, the AI opening up problem and solution space, but also a space of reflection. ‘Seeing’ knives in a chair opened up a range of possibilities for the designer, whose notes from the exploration include such questions as: How to add these knives to the original chair? What materials to use for this? How can the chair still function if it has ‘knives’ added to it? The AI moves the designer to a new space of possibilities by framing and reframing.

4. Discussion

This paper has shown how a practice-based dialogue between a human designer and an AI can be conceptualised through the idea of framing and associated concepts, in particular ‘surprise’. Dorst & Cross (2001) emphasize that surprise keeps a designer from routine behaviour, independent of whether this occurs in problem or solution exploration. The practice developed by the designer in the present study aligns closely to Schön’s (1992) description of designing as a reflection-in-action whose basic structure—seeing-moving-seeing—is an interaction of both designing and discovering: “Working in some visual medium […] the designer sees what is ‘there’ in some representation of site, draws in relation to it, and sees what has been drawn, thereby informing further designing” (p. 135).

When we translate this theory to the interaction script of the designer and the AI, we find that the AI ‘saw’ the object which then provided a frame for the designer to explore in a ‘move-experiment’. An iterative practice thus emerged whereby the AI then “sees again” the reinterpreted design. It is intriguing that, even 30 years ago, Schön was considering how AI could work with designers, considering the forms of knowing-in-action that a ‘knowledge-based system’ would need to have in order to meaningfully support design activity (Schön 1992): “I conclude that the practitioners of Artificial Intelligence in design would do better to aim at producing design assistants rather than knowledge systems phenomenologically equivalent to those of designers” (p.131). Ironically, we have shown that the intuitive reflection-in-action process that Schön describes when humans design together provides a far better model for how present day ‘off-the-shelf’ AI can interact with human designers.

The exploration has two limitations that reveal the AI is not unbiased. The retraining dataset has more images of knives than it does of chairs (mostly with the appearance of barstools). Should the mislabelling be trusted? Is there any reality to the AI’s classifications? Furthermore, due to the uneven distribution of the images in each of the categories (some categories have more image examples) the AI tends to detect well-represented categories with higher-level of accuracy than those categories with a poorer representation.

The second limitation is a paradox: if a computer vision model that is trained on a wide range of chairs is shown an image of a chair, it detects a ‘chair’ with high accuracy. In other words, a well-working AI system, which is set up for detecting what objects are present in an image, will render predictable results by successfully listing all the objects correctly. On the other
hand, a completely random prediction that shows no connection to the designer's interpretation is unlikely to inspire the designer. What, then, is the right level of unpredictability that will provide ‘appropriate incongruity’ (Ludden et al. 2012) to prompt or inspire the designer? A possible direction is to adopt the approach of a ‘creativity slider’ introduced by Benjamin et al. (2014) in their clipart composition interface, ‘Juxtapoze’. The interface suggested related search results in response to strokes sketched by the user, and the ‘relatedness’ of the search results is controlled by the creativity slider. Perhaps an interface in our case that allows the designer to control the breadth of the interpretation by the AI—allowing for broader interpretation at the earlier exploratory stages of designing and narrower interpretations in later stages—can be incorporated in future explorations.

Although the AI has agency in the design interaction, the roles of each party are not equal. Though the AI takes on a controlling role, it is largely passive and restricted to ‘seeing’. By ceding power to the AI the designer takes on a more active role, conducting the ‘moving’, before reframing takes place. Nevertheless, the AI does generate surprise from its necessarily limited training data. As we noted, there is a balance to be struck between predictability and randomness in generating classifications, but in the present sequence of explorations surprise was triggered through the ‘mislabelling’ of image contents. Mislabelling, of course, depends on a human interpretation of the image, but as we showed, whether the label is correct on human terms does not alter the fact that it can be used as a productive creative frame. A future direction for our research is to more fluently incorporate AI triggered surprise to disrupt the process and provoke instances of reflection.

It is interesting to speculate on what kind of datasets could be relevant and representative for the kinds of creative practices described in the present paper. The training datasets that were used for this exploration was one containing images and labels of mundane objects. As this dataset is generally used for the goal of detecting objects in images, its usefulness for augmenting a designers’ creative practice can be questioned. If the goal of the AI is to offer inspiration for the designers, the datasets could be constructed and labeled differently with categories that could be more design related. Thinking about what these design related categories could be or what categories are relevant for a design context is a direction for future research. As a first direction we could look into labeling the data differently with more design-related concepts. For example, instead of labeling a category ‘chair’, could a category be labeled according to a functionality, for example ‘sitting’? Another approach could be to create datasets that contain different images, for example visual design styles or design related objects. Transfer learning offers considerable opportunities and comes closer to thinking of AI as a material that can be adapted and changed to enhance different kinds of creative practice. This, then, additionally asks for practice-based research in how a designer could interact with an adapted AI to augment their creative practice. Much additional work needs to be done in this area before ‘seamless’ creative partnerships between humans and AI can be achieved. This specific paper can be seen as a first step in setting up an interaction process or dialogue between an AI and a designer during the very early stages of a design
process, with the goal for the AI to surprise and therefore inspire the designer in the exploration phase.

5. Conclusion

This paper has shown how a practice-based dialogue between a human designer and an AI can be conceptualised through the idea of framing and associated concepts, in particular ‘surprise’. Our explorations had the goal of providing the foundations of a theoretical framework combined with illustrative explorations. In future research we will further explore the complexities of how ‘seeing-moving-seeing’ can inform human-AI dialogues in processes of design. From the perspective of the AI we will examine what datasets and collecting/labeling strategies could be relevant for a design related context. Another direction for our future research is to more fluently incorporate AI triggered surprise into an early design process to provoke framing/reframing actions and instances of reflection.
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