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Abstract: Data privacy is a complex subject where current approaches primarily focus 
on computing-centric narratives. These approaches have proven inadequate, yet they 
have established the status quo for emerging technologies including IoT in workspaces, 
or 'smart' workspaces, disregarding the sociocultural and behavioral dimensions of pri-
vacy within spatial contexts. This paper presents two key ideas 1) advocating a theory 
of change that complements the computing-focused approach (the umbra), with a 
broader approach based on human-centered experience and values, (the penumbra); 
and 2) embedding this holistic privacy approach in the early stages of smart workspace 
innovation through a generative design process involving multidisciplinary stakehold-
ers. The outcome of this work is the ‘Designing with Privacy’ toolkit for collaboration 
among architects, designers, IoT engineers, privacy professionals, and other relevant 
stakeholders. The toolkit offers 14 value-based privacy prompts for creating and refin-
ing a collectively agreed-upon privacy brief to guide the design and development of 
smart workspaces. 

Keywords: privacy for IoT; smart buildings; value-sensitive design; multidisciplinary toolkit  

1. Introduction  

The existing data privacy practices have become significant and nuanced over the years. 

However, most of these practices evolved as a reactionary response to growing online pri-

vacy concerns. They are still in the nascent stages of asking critical questions around the eth-

ics and qualitative aspects of data. These qualitative aspects of data, and therefore privacy 

approaches, are particularly underdeveloped in the context of smart building innovation. 

Smart buildings, often seen as hyperconnected systems of sensors, cameras, beacons, 

smartphones, and operating systems connected through the internet (IoT), have been re-

duced to a problematic metaphor - a ‘computer’ that can be programmed and neatly opera-

tionalized (Mattern, 2021). By extension, smart buildings, including smart workspaces, tend 

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
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to adopt privacy approaches rooted in computing-inspired narratives for online privacy. This 

perspective is problematic for two reasons: 1) despite the inadequacy of existing internet-

based privacy models, they continue to set the status quo (or umbra) for emerging applica-

tions of technology, including IoT applications for buildings, and 2) it oversimplifies the com-

plexity of privacy in these contexts by disregarding the sociocultural and behavioral dimen-

sions of privacy within spatial contexts. 

The insufficiency of current practices, coupled with the lack of emphasis on social and be-

havioral aspects of human experience, highlights the disconnect between CS (computer sci-

ence) and STS (Science, Technology, and Society) perspectives. Consequently, these prac-

tices are ill-suited for their direct transference to emerging technology including IoT applica-

tions for buildings (Greenfield, 2006), where the captured data is a rich narrative of human 

experiences, behaviors, values, and ways of being (Friedman, 1997). For example, in the con-

text of a workspace, most people avoid sharing too many details about their personal lives 

and prefer taking private calls either in a secluded area where they won’t be overheard or in 

more public areas where they won’t be identified easily. What would it mean for the design 

of the IoT system that accounts for this privacy-seeking behavior?  

Through this work, we seek to re-imagine an approach to privacy for smart workspaces that 

accounts for human behavior, is contextual, and is grounded in human-centered moral val-

ues, or the penumbra. Thus, we propose two theories of change:  

1. Conceptualizing data and privacy in smart workspaces from a people-centric, place-

centric, and data lens through a value-sensitive approach (section 3). We define Peo-

ple-centered in alignment with human-centered to emphasize empathy for building 

occupants. Unlike the word human which reduces them to purely anatomical beings, 

the word ‘people’ is more apt to capture the messiness of people’s lives. Place-cen-

tered, in this context, does not mean geographical location or the physicality of a 

space. It has a phenomenological interpretation of how a particular space is used, 

what are the associated social meanings, cultural notions, the relationships held by 

its occupants, appropriate behavior, etc. (Harrison & Dourish, 1996). This meaning is 

what forms memories, associations, and communities for individuals. 

2. Integrating these factors at the outset of creators' innovation processes, including ar-

chitects, engineers, technologists, building managers, etc. to offer timely accommo-

dations to shape privacy holistically (section 5). 

Based on our theories of change, we conducted primary research through interviews, design 

probes, and a workshop. As a result, we introduce seven principles, 14 values, and a toolkit 

for privacy in smart workspaces (section 5). Together, these provide a structure to simulta-

neously consider people, place, and data for privacy. We propose this toolkit as a supple-

mentary resource for multidisciplinary creators of smart workspaces. It is meant to enhance 

existing privacy practices, such as legal requirements and software innovations, rather than 

replace them. 
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The words umbra and penumbra used in this paper are derived from phenomena of light, 

respectively representing distinct and softer shadows of an object. In 1916, Supreme Court 

Justice William O'Douglas used the word 'penumbra' metaphorically to highlight that the 

right to privacy, even if not explicit, was implicit in other rights (Griswold v. Connecticut, Su-

preme Court of United States, 1916). We draw inspiration from this to expand beyond cur-

rent privacy narratives (umbra) to advocate for a broader, human-centered approach (pe-

numbra). Our goal is to acknowledge the co-existence of both and affirm that the proposed 

approach is meant to complement the existing ones. 

2. The umbra of data privacy 

The current privacy practices can be broadly categorized into 3 approaches (table 1): i) 

bringing transparency to existing data practices, ii) data management, iii) creating 

stand-alone technological solutions to empower end-users to protect themselves. 

These categories collectively define the 'umbra' of privacy approaches and suffer from 

numerous limitations. For example, the practice of notifying users about cookie collec-

tion on websites is mandated by the Fair Information Practice Principles (FIPPs) called 

'Notice and Consent’. According to this principle, agencies must inform users about the 

specific reason for collecting their Personally Identifiable Information (PII), and that 

they “only use, process, store, maintain, disseminate, or disclose PII for a purpose that 

is explained in the notice” (IAPP Resource Center). While the intention of notifying indi-

viduals and laying the foundation for recourse is commendable, it does not give people 

any real agency at the time of accessing a digital service. In its current form, this princi-

ple is reduced to a mere checkbox to meet regulatory requirements and reflects a pro-

cedural approach to maximizing control rather than individual or societal welfare (Cate, 

2006). Additionally, given the number of digital interactions today, it is virtually impos-

sible for people to pay attention to the nuances of privacy policies conveyed in any 

form (McDonald & Cranor, 2008).  

In the context of smart buildings, we found two most commonly used privacy practices: 

‘Notice and Consent’, and ‘de-identification of PII’ of building occupants. However, as 

previously discussed, notice and consent have inherent limitations. De-identification, 

on the other hand, is designed to protect an individual’s identity by reducing the num-

ber of identifiers. It seems promising in theory but fails in practice, especially when data 

from a large number of datasets is aggregated and because a sufficient level of data 

quality needs to be maintained for most use cases (Narayanan & Felten, 2014, p.2). 

Even when used together, these practices have a narrow focus, yet, they are most often 

used to slap on a privacy-preserving tag for smart buildings. Additionally, these prac-

tices overlook the qualitative narrative behind the data, which is paramount to privacy 

considerations in a physical space.  
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Table 1  Categories of current data privacy practices. 

No. Approach Example Limitation 

1 Bringing transparency to exist-
ing practices (through usability, 
better notices etc.) 

Fair Information Practice Princi-
ple (FIPP) of Notice and Consent 

Doesn't urge for privacy as a 
preliminary and proactive 
consideration 

2 Managing data (through policy, 
regulation, organizational strat-
egy or technological solutions) 

De-identification of Personally 
Identifiable Information (PII) 

 

Not focused on the qualita-
tive narrative behind the 
data 

3 Creating stand-alone technolog-
ical solutions to empower end-
users  

Privacy-enhancing technologies 
or PETs like Zero-knowledge 
Proof (ZKP) 

Not widely known and often 
requires extra effort on their 
part 

3. Defining the penumbra of data privacy 

3.1 People, place, and data 
To incorporate the qualitative narrative of data in a physical space, we first push against 

the narrative of buildings as computers. This narrative establishes smart buildings, in-

cluding smart workspaces, as a topic of engineering prowess and building management. 

It overlooks their significance as the settings where human experiences and behaviors 

unfold, and, thus, labeling them as computers fails to capture their complexity and rich-

ness (Mattern, 2021). Additionally, most such interventions ignore the discussion 

around the context for which the ‘smart’ intervention is being designed (Desjardins, 

2019), flattening out the nuances of contextually relevant behaviors. For example, pri-

vacy in a non-domestic realm like a workspace is a dialectic process of withdrawing and 

coming together (Altman, 1975). This dialectic process may be unavoidable, or some-

times even desirable to seek privacy, and is something to bear in mind when transform-

ing workspaces into 'smart' environments. 

In smart environments, the Internet of Things (IoT) embodies these lived experiences of 

the people through data. The data and algorithms that make IoT applications possible, 

“weave in the digital systems into the everyday fabric of society and create an environ-

ment in which people and technology become enmeshed” (Kemp, Jensen, Heath, 2020, 

p.1). The data gathered in these spaces encapsulates the inhabitants’ experiences, be-

haviors, values, and ways of being, all deeply rooted within that context. Beyond mere 

numbers, it represents the qualitative aspects of these settings (Loukissas, 2019). To il-

lustrate a simple example in the context of a smart workspace, peers may choose to 

stay after hours to work or to engage socially if such behavior aligns with organizational 

norms. This granularity of acceptable behavioral norms cannot be portrayed by data in 

a strictly algorithmic sense, underscoring the need to complement a computing-focused 
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perspective on data with a socio-behavioral one. Consequently, the digital transfor-

mation of workspaces into smart environments cannot be isolated from the socio-cul-

tural and behavioral dimensions of human life. By extension, data and privacy in smart 

workspaces cannot be seen in isolation from the people and place with which it is 

bound. Therefore, we argue that conceptualizing privacy in smart buildings requires a 

multifaceted approach encompassing a people-centric, place-centric, and computing 

lens simultaneously.  

3.2 Hypothesis and strategy 
We observed that technical teams primarily led most smart workspace initiatives, with no to 

minimal engagement from a diverse array of stakeholders like architects, designers, and 

building managers. Each of these stakeholders has a unique focus in smart workspace pro-

jects, but the ultimate outcome is a cumulative product of their collective decisions, includ-

ing those impacting privacy. To materialize our proposal for a comprehensive privacy ap-

proach encompassing people, place, and technical perspectives, we hypothesize that foster-

ing multidisciplinary dialogue among these professionals is imperative. We assert that pri-

vacy is a shared responsibility and not just the purview of privacy engineers, and advocate 

for a collaborative endeavor involving architects, designers, various engineering specialists 

(including IoT engineers, developers, and privacy engineers), building managers, and owners. 

In this paper, we refer to this collective group of contributors as "creators." Together, these 

creators can integrate privacy values right from the initial stages of design and development, 

leveraging their distinct expertise, whether focused on human interactions, building man-

agement, or technical intricacies.  

We also hypothesize that embedding people-centric and place-centric privacy considerations 

at the initial stages of the innovation process would empower the smart workspace creators 

to accommodate privacy concerns proactively. This proactive approach to privacy aligns with 

two of the seven Privacy by Design (PbD) principles proposed by Dr. Ann Cavoukian: i) proac-

tive not reactive, preventative not remedial, ii) privacy embedded into design (Cavoukian, 

2009). Our distinct contribution lies in emphasizing the creators' process rather than solely 

the end result, diverging from the traditional PbD perspective. We focus on this process 

through a values-based approach informed by the Value Sensitive Design framework (VSD) 

developed by HCI scholars Batya Friedman and David G. Hendry in the 1990s. VSD advocates 

for the integration of moral human values early on and consistently throughout the technol-

ogy creation process (Friedman & Hendry, 2019). The framework consists of three compo-

nents: conceptual investigation, done through literature review; empirical investigation, 

done through primary research; and technical investigation, which is designing the technical 

details of a computing system. This approach supports and strengthens our hypothesis re-

garding the early integration of privacy considerations from multiple dimensions.  
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4. Research 

4.1 Methodology 
Based on our hypothesis, the proposed theory of change and value-sensitive design ap-

proach, our research question was “How might we integrate people-centered and place-cen-

tered privacy values in the design and development phase of creating smart workspaces? 

We segmented it into two sub-questions (table 2): 1) what privacy values must be consid-

ered, 2) how might these values be leveraged to create privacy-preserving smart buildings?  

Table 2  Design Research objectives and respective activities. 

Sub Question Research Overview Activities 

"What values and principles 
must be embedded in the 
design of IOT for work-
spaces to ensure a people-
centered and place-cen-
tered privacy perspective?" 

Define privacy values and 
principles by exploring oc-
cupants' perspectives 

1. Conduct interviews and synthesize 
insights 

2. Generate privacy values and prin-
ciples that are people-centric and 
place-centric 

"How might we leverage 
different privacy values to 
facilitate the creation of pri-
vacy-preserving interven-
tions for smart buildings by 
interdisciplinary teams?" 

Develop and test a value-
based approach for crea-
tors 

3. Create an ideation prompt aligned 
with the definition of privacy value 

4. Integrate privacy values into a 
generative design process 

5. Preliminary test of privacy values 
through a workshop 

Design a systematic and 
tangible structure for use 

 

6. Make privacy values tangible 
through visual metaphors 

7. Develop Privacy toolkit comprising 
of principles, values and process 

 

Our first sub-question aimed to integrate the socio-cultural elements of privacy, recognizing 

that the privacy values in a workspace are unique to this context and distinct from those in 

domestic or retail environments. It was imperative that we avoid assumptions or bias when 

determining which values are relevant, therefore, instead of theorizing values based on a lit-

erature review, we investigated a functional smart workspace. This involved understanding 

the occupants’ perspective on being in a ubiquitous sensing environment, using the insights 

to define relevant privacy values and subsequently creating a process to integrate these val-

ues in a generative process for creators. Essentially, this approach created a feedback loop 

between the impact of such interventions and the front end of the design and development 

phases. It gave rise to three research objectives outlined in table 2: 1) Explore occupants' 
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perspectives to define privacy values, 2) Create and test a value-based approach, 3) Design a 

systematic and tangible structure for use. 

 

Figure 1 The research methodology was informed by value-sensitive design framework.  

4.2 Participants 
We examined a smart workspace on a university campus, equipped with “a ubiquitous sens-

ing platform” (reference anonymized). The building serves as a workspace for students, re-

searchers, faculty, administrative staff, and visitors who may occupy the common areas. No-

tably, it is home to students studying to be privacy specialists, a group that embodies dual 

identities: future privacy experts and occupants impacted by technology without having a 

voice in its implementation. They possess sound technical knowledge and might potentially 

shape similar innovations in the future. Yet, they navigate the space just like any other occu-

pant, finding moments of laughter, relaxation, and celebration. The juxtaposition of their 

roles makes their insights invaluable for our study and presents an opportunity to positively 

influence how these future privacy specialists conceptualize privacy in similar contexts. 

4.3 Defining privacy values and principles 
We started with learning the goals of the smart workspace project on university campus by 

studying available documentation of the project. This secondary research laid the founda-

tion to conduct primary research through silent observations of occupants' behaviors and 

seven one-on-one interviews, each including a design probe on Miro. The interviews started 

with broad questions about the participants’ privacy mental model, followed by a reflection 

on their privacy-preserving behaviors in their workspace and, finally their perspective on the 

trade-offs between the interventions’ benefits and risks. The insights from these interviews 

revealed that despite their robust technical knowledge, all participants felt unclear and un-

comfortable with the continuous data sensing in their environment, and they all adjusted 

their behavior to achieve a sense of privacy, whether in response to the sensors or as a gen-

eral practice. These behaviors ranged from avoiding personal phone conversations in most 

areas due to microphone sensors, to creating personal barriers such as headphones or lever-

aging physical barriers like doors. A participant mentioned: 
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“…in Manhattan hiding in the crowd made it easier to share sensitive information even 
though I was aware that there were cameras everywhere…I’m more comfortable tak-
ing sensitive calls on (the street) during the workday than at (this building).” (Partici-
pant 8ZwXia) 

We leveraged insights from these interviews to create a preliminary set of people-centered 

and place-centered privacy values. In line with VSD principles (Friedman & Hendry, 2019), 

we distinguished between the personal values of the occupants and the moral values rele-

vant to creators at scale. The privacy values thus produced as a part of this research are 

moral values and complemented by a definition refined through four rounds of iteration. 

Wherever possible, we broke down a large concept into smaller and specific components. 

For example, we divided the need for transparency that all participants mentioned in one 

way or another into three values: (1) purpose and practice, (2) comprehension, and (3) per-

ceptibility. Therefore, the need for transparency is a principle that encompasses these three 

values.  

4.4 Developing and testing the approach 
To ensure the practical integration of privacy values into the creation process, we first trans-

formed each value's definition from a literal meaning into an ideation prompt using an ac-

tion verb such as ‘specify’, ‘provide’, ‘explain’ etc. This approach draws inspiration from gen-

erative design processes and postulates that answering these prompts can spark ideation 

(Desjardins, 2019) for engineers, designers, and architects and encourage innovative per-

spectives on data and privacy right from the initial stages of their design. For example, the 

value of ‘perceptibility’ is defined as ‘bring awareness to the hidden or less obvious presence 

of data sensing.’ This can be addressed by architects through a decision to place the sensors 

visibly at an eye level, or by engineers by designing an app that notifies occupants when they 

are in the vicinity of sensors. 

The finalized privacy values were tested through a generative design workshop involving the 

same six participants. They were paired and guided through a systematic process to gener-

ate IoT ideas for the building without initial priming toward privacy values. The workshop 

had three parts: first, participants assumed a 'User hat' to envision their own needs as occu-

pants, then transitioned to a 'Creator hat’ to refine ideas considering relevant stakeholders, 

necessary data, and privacy values, and finally, a group discussion to reflect on the process. 

The goal of the workshop was to facilitate a human-centered design process where the 

needs of users precede sensors and technology. Overall, the process touched on both as-

pects of their unique identity: the occupants impacted by the IoT intervention and privacy 

engineers who might work on similar interventions in the future. 

The workshop had two significant findings. Firstly, introducing a broader perspective shifted 

the privacy dialogue from the conventional data management and software-centric ap-

proaches toward a human-centered approach that fostered greater empathy among partici-

pants. It opened them up to visualizing the people whose data is being collected and pro-

cessed. A participant said:  
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“…we think about data in the context of a company all the time, but some organization 
would probably be managing data for a building which is much more in the face of 
people actually using the building on a day-to-day and I felt like this gave us a different 
perspective on how to think about what we are collecting.” (Participant kDiWCB) 

Secondly, it became evident that despite the success of a human-centered approach, partici-

pants struggled to effectively leverage the values to refine their ideas. For example, some 

found it difficult to pick values relevant to their idea, while others struggled with the ab-

stract nature of these values and found them relatable only with tangible examples during 

the group discussion. This realization underscored the necessity for a formal design exercise 

to enhance the tangibility of privacy values in a refined process.  

4.5 Visual metaphors for privacy values 
We identified two crucial aspects requiring resolution to enhance the tangibility and ap-

proachability of privacy values. Firstly, the overall process required refinement. Secondly, 

our reflections as workshop facilitators highlighted that the vocabularies and mental models 

concerning the application of these values varied widely across professional disciplines. For 

instance, the prompt of creating barriers to allow occupants to disconnect from data collec-

tion could manifest as physical screens, laptop camera covers, or software interventions like 

VPN, depending on the disciplinary perspectives. We wanted to bring out all these perspec-

tives irrespective of the differences in vocabulary and mental models across disciplines.  

To bridge this mental model gap, we proposed using a unique metaphor for each privacy 

value through a visual representation. Metaphors are commonly used in design practice for 

idea generation, but most importantly, they can transcend the boundaries of professional 

disciplinary knowledge (Saffer, 2005). They allow ‘cross-domain mapping” by taking familiar 

ideas, objects, and experiences and “recasting them onto unknown or abstract concepts to 

give them structure and meaning” (Erickson, 1995; Lockton, 2013). Therefore, employing 

metaphors would allow the values to resonate with a broad interdisciplinary audience while 

simultaneously leaving room for leveraging their individual knowledge. For example, the 

value of Perceptibility for bringing awareness to the less obvious presence of data sensing 

could be represented using ‘Waldo’ from Where’s Waldo. Waldo is a western character hid-

den in plain sight in a crowd but is noticeable due to his distinct manner of clothing and hair. 

The visual depiction spotlighting Waldo conveys the message of drawing attention to some-

thing camouflaged in plain sight. It can empower interdisciplinary creativity while establish-

ing a shared understanding of the privacy value.  

The integration of visual metaphors alongside their definitions led to the creation of a card 

format, resulting in a comprehensive deck of 14 cards that underpins the toolkit's ideation 

process. To make the value cards usable by creators, we color-coded as per three broad 

phases of the design process: Conceptualizing (yellow), Detailing (blue) and Refining (or-

ange).  
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Figure 2 The visual design of privacy values evolved from tiles with title and definition to cards with 
title, definition and a visual metaphor.  

5. Privacy toolkit 

We propose a ‘Designing with Privacy’ toolkit for smart workspaces to be used in a multidis-

ciplinary capacity by stakeholders like architects, designers, IoT engineers, privacy profes-

sionals, building managers etc. We recommend that the toolkit is introduced early in the de-

sign and development phases to foster privacy ideation. This timing is crucial due to the in-

terdisciplinary nature of the approach, as decisions made during the early phases of design 

and construction have a far-reaching impact. They can be challenging and/or expensive to 

change post-implementation. Consider the scenario from section 4.4,  if an architect pro-

poses to place all sensors at or below eye level to enhance their perceptibility, she would 

have to plan for the exact placement in her design. This decision would become an im-

portant part of her design brief since it is linked with the electrical planning as well as the in-

terior aesthetics. On the other hand, a software-centric endeavor to develop an app that no-

tifies the occupants in the vicinity of sensors may be implemented down the road but would 

still need resource allocation. To make these considerations tangible, the toolkit culminates 

in the creation of a one-page privacy brief, collaboratively developed and agreed upon by 

the team of creators. The privacy brief serves as an essential component of the project goals 

incorporating privacy considerations from the outset instead of an afterthought.  

5.1 Format and content 
The toolkit is a downloadable PDF available at https://tinyurl.com/privacyforIoTtoolkit. It 

contains 

• 7 core principles color-coded as per three stages of the process: conceptualizing (yel-

low), detailing (blue), and refining (orange) (figure 3), 

• 14 privacy value cards framed as ideation prompts,  

• Guidance on how to prepare and use the toolkit, 

• Worksheets for scoping and ideation, 

• Privacy brief preparation based on multi-disciplinary team's ideas and prioritization. 

https://tinyurl.com/privacyforIoTtoolkit
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Figure 3 Privacy principles and the associated values color-coded as per three stages of the innova-
tion process for smart workspaces: conceptualizing, detailing, and refining.  

The pdf format of the toolkit offers flexibility for the participants to use it digitally or in a 

printed letter-sized landscape format, depending on the preferences and location of the par-

ticipants. It can be used one of two ways: (1) individuals can fill it out as a workbook when 

working alone or asynchronously with a team. Following this individual exploration, team 

members should collectively discuss and synthesize their ideas, culminating in the creation 

of a cohesive privacy brief. (2) In-person teams can conduct a generative workshop with a 

facilitator. The facilitator prepares for the session by printing the prompt cards (so that the 

teams can move them around as they brainstorm), the table of values and principles (figure 

3) for reference, a scoping worksheet, and a copy of the design brief, both of which are in-

tended to be collectively filled out by the team. With these materials, the facilitator would 

guide the team with step-by-step instructions. Whenever possible, the facilitator should help 

in sharing copies of the finalized privacy brief with all team members.  
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5.2 Guidance for using the toolkit 
Our instructions for using the toolkit are intentionally concise, allowing flexibility for diverse 

disciplinary stakeholders. This stems from our recognition that processes during the early 

stages of the project could vary for each disciplinary stakeholder and need in-depth investi-

gation beyond the scope of this research. Thus, we aimed to avoid imposing rigid guidelines 

and ensure that the toolkit is a useful starting point for privacy ideation rather than a pre-

scriptive framework. Consequently, the instructions focus on two key aspects: 

1. Ideal time for utilization: The toolkit is most impactful at the project's conceptual 

stage when all details are in a nascent form, but we recommend that the team mem-

bers re-visit it periodically for reflection and re-imagination, particularly during criti-

cal decision-making points. 

2. Scoping from a human-centered perspective: Prior to ideation, the creators are 

prompted to scope the project by considering the occupants and their needs, as well 

as the collaborators involved in the project. The goal is that the team reflects on indi-

viduals affected by the technologies and grants an equal voice to all stakeholders in 

the ideation process. We anticipate a discussion amongst the collaborators in the 

creation of this scope, thereby creating alignment before the brainstorming phase. 

Questions like ‘who will permanently occupy this space?’ ‘in what activities would 

they engage in this space?’ are vital aspects we hope are discussed. 

We have also incorporated four ideation tips drawn from the first author’s experience as a 

facilitator in generative design workshops. One of the key tips is 'Commitment over right an-

swer’, reinforcing the importance of iteration and refinement of ideas as the project pro-

gresses. 

5.3 Ideation worksheets 
The toolkit includes worksheets designed to facilitate ideation for 2-4 values at a time (figure 

4). This deliberate choice aims to prevent overwhelming participants with all values all at 

once and enable thoughtful consideration of multiple factors in greater depth. Participants 

can express their ideas through drawings or written descriptions. This phase mirrors the di-

verging phase in the double diamond design process. After generating ideas for each or se-

lected values, the team should prioritize the most relevant ones.  

When used by a team, we advise that the ideation should be an individual endeavor before 

everyone comes together for a joint discussion. The collective discussion provides the space 

where ideas can be openly shared, debated, and prioritized, fostering a thorough explora-

tion of various perspectives before finalizing decisions. Notably, the toolkit refrains from im-

posing predefined metrics for prioritization to steer clear of a one-size-fits-all approach. In-

stead, we hope that the teams are empowered to devise metrics tailored to their specific 

project needs to lead to the final step of developing the privacy brief.  
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Figure 4 Ideation worksheets with 3-4 privacy values and space for ideation.  

5.4 Privacy brief 

 

Figure 5 Privacy Brief to be created and endorsed collectively by the team.  

The privacy brief is a one-page summary outlining the scope and the team’s or individual’s 

privacy-preserving vision for the project (figure 5). When used by a team, it is collaboratively 

completed at the conclusion of the toolkit use, with each team member retaining a copy. 

The brief includes the team (or individual) endorsement to instill a sense of ownership, ac-

countability, and a meaningful commitment within the team. It also functions as a concrete 

artifact, making the team’s prioritized values and ideas explicit for all stakeholders.  
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For the structure of the brief, we deliberately chose to include two privacy values as essen-

tial components: purpose and practice, and participation. We retained ‘Purpose and Prac-

tice’ due to its integral role in existing data privacy practices and identified ‘Participation’ as 

a significant omission in numerous smart building and smart city initiatives. Meanwhile, the 

rest of the brief provides room for incorporating other privacy values and related ideas pri-

oritized by the team. Much like project briefs evolve, we hope that this privacy brief is re-

fined over the course of the project, with its various iterations serving as valuable project 

documentation. 

6. Discussion and future work 

We aimed to go beyond the status quo of current privacy practices, or the umbra, and create 

a broader approach for privacy in smart workspaces based on human-centered experience 

and values, or the penumbra. To do this, we propose a theory of change that intertwines 

data, people, and place in smart workspaces through a value-sensitive design lens. During 

our research, we studied the work of scholars who advocate for the qualitative aspects of 

data; including anthropologists like Genevieve Bell and Tricia Wang, academics and authors 

like Yanni A. Loukissas, data feminists like Catherine D’Ignazio & Lauren Klein, information 

designers like Giorgia Lupi, and interaction design researcher like Audrey Desjardins. We also 

studied smart building and smart city initiatives which amass large amounts of occupant 

data in the name of infrastructure management and view data solely as a quantitative met-

ric. We didn’t come across any approach in this realm that addresses the co-existence of this 

dual perspective on data and attempts to bridge it. Although our work is focused on privacy, 

we hope that it also fills a gap in seeing data from a dual perspective. 

We have laid a foundation for the privacy discourse in smart spaces, but we acknowledge 

the necessity for continuous refinement and expansion through meaningful partnerships. To 

take this initiative forward, the first author is seeking collaborators for two future projects. 

The first project involves testing and refining the toolkit with a wide group of audience to en-

sure its effectiveness. The second project is the creation of a comprehensive ‘Designing with 

Privacy’ platform. The platform is envisioned to be the central hub for accessing the toolkit 

along with three additional features:  

1. Real-time collaboration: The platform will be interoperable with whiteboard tools 

like Mural or Miro to enable real-time collaboration among remote teams. This fea-

ture will also help in creating living documents for the projects and allow teams to 

revisit and refine their privacy brief as needed. 

2. Resource Repository: Community members can upload and share implemented 

ideas generated from the toolkit. Therefore, the platform acts as a valuable 

knowledge repository, containing both successful strategies and insights gleaned 

from the relevant challenges. 

3. Community Hub: The platform provides space for professionals to connect, and en-

gage in creative discussions and collaborative endeavors.  
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Together, these three features would elevate the utility of the privacy principles and values 

developed through this research, potentially fostering an alternative privacy narrative pri-

vacy within a broader community. We also hope that this serves as a scaffold to enable the 

creation of privacy values relevant to other contexts like smart homes. Figure 6 illustrates an 

early prototype of the platform.  

 

Figure 6 Ideation worksheets with 3-4 privacy values and space for ideation.  

7. Conclusion 

We conducted the research in three parts, first, we interviewed the occupants of an existing 

smart workspace to synthesize relevant privacy values. Next, we conducted a workshop to 

test how these values could be integrated with a creator’s process. Finally, we used the 

learnings from the workshop to develop a tangible structure for creators in the form of a pri-

vacy toolkit. The research emphasized that shifting the privacy conversation from software 

and data management approaches, to one focused on people and place at the front end of 

the design process, generated greater empathy in creators. This human-centered perspec-

tive also relieved them of the pessimism around technology and provided hope that early 

deliberation in the innovation process can reduce the burden for ‘fixing’ technology after the 

fact. 

The body of work produced through this research includes seven privacy principles, a deck of 

fourteen privacy value cards, and a privacy toolkit for applying these in practice for smart 

workspaces. These tools are designed to complement the existing processes of multi-discipli-

nary professionals, offering timely accommodations and enriching the workflow without re-

placing established methods. This work lays the foundation for what we hope is a larger 

body of work on privacy discourse for smart buildings. 
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